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1 Identification and Significance of the Problem or Opportunity 
It is a recognized requirement in the development path of UASs, by the DoD, FAA and 
commercial interests, that to reach the next level of autonomy they must be capable of sensing 
their environment and reacting as necessary.  As defined by the JIPTi in their recently published 
draft UAS requirements document, a sense and avoid (SAA) system encompass the following 
functions:  air-to-air, air-to-ground, ground-to-ground, ground-to-air, and man made hazards.  
Current and future plans envision UASs ranging in size from the micro (approximately 6 inches) 
to the macro (747 FedEx freighters) while their missions will range from crop dusting to the 
extreme in the battlefield to flight time of a few minutes to many days.  In a SAA system, many 
of these functions can and may overlap in technology implementation or may not be required for 
specific missions or platforms.  Due to the war and lack of standards, technology development 
has not kept up with market need.  A SAA system is an enabling technology.  There currently 
exist only a few technologies that have the capability and maturity to address both the 
operational needs and SWAP requirements for a SAA in the short or near term.  The JIPT has 
estimated their timeline for full implementation and certification out to 2020 as well as RTCA 
SC-203 has now estimated that their standards will not be completed until 2020.  However, the 
fact of the matter is, that the DoD is flying UASs day-in-and-day-out without SAA.  This provides 
a clear path to gain experience and deploy a SAA system that may not include all JIPT functions 
but, will enable new missions, safer missions, lower costs and manpower requirements without 
a lengthy certification process.  The FAA has indicated, in open forums; 1) that they are open to 
type certification for a SAA system for civilian operation, and 2) that they expect the first system 
to achieve certification to 
set the standard for the 
industryii. 

To meet the SWAP, 
mission (both civilian and 
military), and budgetary 
requirements of UAS 
manufacturers, MilSys 
Technologies is 
developing a core 
collision avoidance (CA) 
technology that is 
platform centric and can 
be leveraged across 
widely varying platforms 
and divergent missions (Table 1).  This will be accomplished by both innovative hardware and 
algorithm design.  MilSys Technologies believes that it is possible in the near term to produce a 

system that has FOV of 50 to 220 , weighs <0.5lbs, and has the functions to perform air-air, air-
ground, and autonomous maneuvering. 

The goals of the program were to demonstrate the feasibility of using both COTS hardware and 
existing target detector and tracker technology for the purpose of developing a SWAP efficient 
collision avoidance system for UASs.  The goals were partially meet in that significant work was 
completed in both hardware and algorithms, but technical difficulties arose and time ran out on 
the present contract, before a full demonstration could be completed. 

1.1 Background - SAA 

Several different technologies are now being evaluated.  They range from microwave, radar, EO 
active, EO passive, and even acoustic.  The type of technology employed will primarily be a 

 
Tier I – Dragon 

Eye 

Tier II – Scan 
Eagle 

Tier II+/Tier III 
Global 

Hawk/Predator 

 System 1/0 System 2/1 System 5/1 

Weight <0.5lbs <1lbs <8lbs 

Size 0.01 ft3 0.03 ft3 <0.1ft3 

Power <5W <10W <30W 

FOV 50  100  220  

Table 1:  Potential configurations for various airframes.  The 
nomenclature of X/Y refers to the number of sensors and the need 
for a central track processor. 
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function of the platform and mission.  Each is unique and no one technology will cover all of the 
possibilities. 

Currently, FAA has been directing 
the regulatory development of SAA 
through the 14 CFR 91:113 Right of 
way rules.  Which to paraphrase, 
states that all pilots are required to 
“see and avoid” other aircraft, 
whether operating under Instrument 
Flight Rules (IFR) or Visual Flight 
Rules (VFR), when conditions 
permit.  The FAA has empowered 
the RTCA and ASTM to develop 
the regulatory /standards 
framework required so that UAVs 
can be granted equal access, as 
manned aircraft, to the national air 
space (NAS).  Since “to see” is a 
human function, a natural limit on the requirements of a SAA system is that it must be “only as 
good as” a pilot.  As one can imagine, as a technical solution to the problem, the human solution 

has it limitations.  The literature indicates that a diligent pilot can nominally cover 110  

horizontal and 15  vertical not including obstructions.  Poor eyesight, fatigue, distractions and 
the environment generally limit the range of contact to 1 to 1.5 miles and 12iii seconds of 
warning and in most cases is significantly worseiv. 

1.2 MilSys Technologies Passive Collision Avoidance System (PCAS) 

MilSys Technologies has been developing a collision avoidance system for the past three (3) 
years.  The program is currently funded under an ONR BAA (contract N00014-07-C-0755).  The 
primary goals are to design, develop, and certify a passive collision avoidance system (PCAS) 
for UASs.  The statement of work focuses on designing and developing a man-in-the-loop 
(MITL) PCAS based on COTS components for UASs greater than 17’ wingspan or multi-tens of 
pounds payload capacity (i.e. Predator).  This systematic concept was extend and downsized 
for the application to Tier II and Tier I UASs, such as Raven, SilverFox, ScanEagle etc.  By unit 
deliveries, these classes are the largest.  Additionally, part of the funding was allocated to 
advanced developments of future sensors and concepts which could potentially meet JIPT 
requirements within the developed PCAS architecture.  Overall, the effort is as a multi-year 
hardware and software development program culminating in flight certification in the final year. 

The technology is based on uncooled LWIR microbolometer sensors (MB) in a staring 
configuration as proposed by the Priestv report of 1998.  The MBs will be distributed around the 

perimeter of the aircraft with up to 360  of coverage.  The total number of sensors could range 
between one and ten (10) depending on the mission and platform.  To keep cost low, the 
architecture is modular and distributed in order that the largest number of platforms and 
missions could be accommodated with a minimum of customization (Figure 1). 

From discussions with our customers, partners, and government technical officers, we have 
developed the following CA requirements.  Some of the requirements are qualified by UAS 
class: 

 Must be capable of providing CA and situation awareness (Air-Air) along the aircraft vertical 15  
and the azimuth according to UAS classification. 

o Tier II+ (Predator/Global Hawk) - up to 360 , but more probably 110  

 

Figure 1:  Schematic of MilSys Technologies Passive 
Collision Avoidance System. 
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o Tier II (ScanEagle) - 110  

o Tier I (Raven) - 50  

 Must operate 24/7 and be passive. 

 Sensitivity:  Detect a Cessna type object closing at 250knots with >90% probability at limits of 
detection (nominal). 

 Detectability: 

o Tier II+ - 4km, 30s, 30 F, MLS, 90% (nominal) 
o Tier II – 3km 
o Tier I – 2km 

 For Tier II/II+ - Must be capable of interfacing with TCAS and ADS-B (future). 

 First generation system must be MITL and provide the ground operator with the following 
information: 
o Coordinate locations of objects of interest, 
o Object prioritization, 
o Thresholds declaration. 

 Future systems, as funding becomes available will add progressively more functionality to meet 
JIPT requirements, 
o Airspace situational awareness, 
o Autonomous maneuver and avoid, 
o Passive Ranging, 
o Separation assurance around Class B,C,D (airports etc) 
o Air-Ground, Ground-Ground, Ground-Air, 
o All Weather and man made hazards, 

 Provide see and avoid capability equal to or better then current FAA requirements for 14CFR Part 
91.113 Right of Way Rules 

 Must be retrofitable and customizable so as to fit into the broadest grouping of both civilian & 
military aircraft covering the categories of UASs, rotorcraft, and fixed wing aircraft. 

 Must comply with MIL_STD_810F for shock, vibration, drop, immersion, and temperature and 
MIL-STD-461/462 for EMI.  All relevant FAA, military, aerospace specs. as required. 

 Meet all required Reliability/Serviceability Standards as defined by the DoD and FAA. 

1.3 Technical Approach 

A pilot gauges a collision threat by analyzing its size, rate of change (extent and/or intensity), 
and track.  Instinctively, these factors are prioritized and set to thresholds, once a threshold is 
breached, corrective action is taken. 

There are several operating assumptions or scenarios that can be useful in understanding the 
operation of aircraft and the requirements of a CA system: 

In the NAS there are two (2) types of traffic: cooperative and non-cooperative while in 
the battlefield all traffic is assumed to be non-cooperative.  Cooperative traffic 
broadcasts its position using a transponder (TCAS or ADS-B future).  Non-cooperative 
traffic does not. 

Additionally, according to 14 CFR Part 91, aircraft that operate below 250 knots must 
remain below 10,000 feet and any aircraft flying above 10,000 feet must have a 
transponder.   Therefore in the NAS, fast aircraft only fly >250 knots above 10,000 feet, 
allowing a TCAS enabled system to provide the additional detection range (Table 2).  In 
the battlefield, the condition of lower and slower still applies but, is not universally true.   

Above 18,000 feet aircraft (Class A) are required to fly under IFR (instrument flight rules) 
and be under ATC (air traffic control).  Therefore, theoretically, when operating under 
IFR, compliant aircraft will not collide.  However, several mid air collisions have taken 
place when aircraft are not compliant such as the Tu-154 /DHL mid air collision and the 
AIR RAGE Airbus mid air collision. 

http://video.google.com/videosearch?q=collision+avoidance&sourceid=navclient-ff&ie=UTF-8&rlz=1B3GGGL_enUS176US215&oe=UTF-8&um=1&sa=N&tab=wv&oi=property_suggestions&resnum=0&ct=property-revision&cd=2#q=mid%20air%20collision&emb=0
http://video.google.com/videosearch?q=collision+avoidance&sourceid=navclient-ff&ie=UTF-8&rlz=1B3GGGL_enUS176US215&oe=UTF-8&um=1&sa=N&tab=wv&oi=property_suggestions&resnum=0&ct=property-revision&cd=2#q=air%20rage&emb=0
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The two (2) examples highlighted above demonstrate the need a need for a platform centric CA 
technology over and above the existing implementations of TCAS, ADS-B and ATC in Class A 
airspace. 

MilSys’ approach is to mimic a pilot’s analytical approach with a technological solution.  Simply 
speaking, the system operates as a hot spot detector and corrective action must be taken when 
an object breaches a threshold and remains stationary in the field of view.  Proprietary models, 
algorithms and methods are being developed to sense, detect, cluster, discriminate and 
threshold objects of interest (See Sections 5).  Thresholds will be determined by the altitude, 
speed, external temperature, atmosphere/weather etc. based on the platform and its mission 
profiles.  This approach can meet the SAA requirements for both civilian and military aircraft. 

The process to avoid collision can 
be broken into three (3) distinct 
phases; detection and tracking, 
path planning, and maneuvering.  
Detection and tracking is the period 
of time between the initial 
breaching of a threshold and the 
determination of its track.  Path 
planning, in a MITL system, is a 
function of the speed of the 
up/downlink and response of the 
ground controllers.  In a UAS with 
autonomous avoidance guidance 
path planning would be the time to 
determine a de-confliction plan.  
The time to maneuver is a function 
primarily of the UAS bank angle.  

Nominally, the UAS of the Predator Class will take 11 seconds to maneuver 500ft at a bank 

angle of 18  independent of speed.  In smaller Tier I UAS the time could be as short as 5 
seconds.  Independent of the platform, the detection and tracking of objects will be in the range 
of 2-5 seconds.  All of these times are generally fixed, with the caveat that the UAS could 
maneuver faster if it increased its bank angle.  The gating factor is the MITL which has been 
specified by UAS manufacturers as 15 seconds.  From a systems perspective, the goal is to 
minimize MITL delays while providing the maximum amount of detection and tracking time.  The 
object’s slant range to the UAS is a key factor in maximizing the MITL time.  Front on 
approaches will have a much shorter MITL time than side on.  Overall, this sets the detection 
time to be 32 seconds out for the larger Tier II+ UASs and as short as 10 seconds for Tier I. 

Currently under the statement of work for the BAA, PCAS is a MITL system for Predator Class 
UASs.  As funding becomes available, and as the regulations, standards and technology 
progress’, its MilSys’ intention to integrate additional amounts of autonomy.  This path may be 
as follows:  MITL, autonomous path planning and recommend maneuvering, independent 
emergency action, limited autonomy, and full autonomy. 

Discussions with the smaller Tier I and Tier II manufacturers and government program 
managers indicated a need and desire to move more quickly to autonomous path planning and 
maneuvering.  The operational plan would be to be under MITL control for Class B,C,D airspace 
on landing, takeoff and when transiting.  However, when in Class E airspace during transit and 
on station the UAS would operate under full autonomy.  The rational being that >99.99% of the 
time this airspace is completely void of any traffic. 

Altitude Table 2: Factors effecting collision times 

>17,000 In the NAS, operating in Class A,  
ATC controlled airspace 

Low <10,000ft Lower Airspeeds <250knots 

Lower Temperatures Differentials (< F) 

Smaller objects 

More atmospheric absorption (> ) 

No TCAS 

High >10,000ft Higher Airspeeds >250knots 

Higher Temperature Differentials (> F) 

Less atmospheric absorption (< ) 

Larger objects 

TCAS (NAS only) 
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1.4 Operational 

The PCAS architecture has been designed from the ground up to be SWAP and cost efficient, 
as well as modular and highly flexible in order to meet the requirements, both new and a retrofit, 
of most aircraft (UAS, manned fixed wing and rotorcraft) on the market today.  It consists of two 
(2) hardware components:  sensors and a track processor (TP).  To reduce development time, 
costs, and program risk, both the sensors and TP will be based on COTS or modified COTS 
components. 

The sensors will operate as independent self contained units having 
hardware/software/firmware for image stabilization (IMU), control, communication, an IR (or 
visible as required) camera with lens, and proprietary sense, detect and threshold algorithms.  
The algorithms will be based on LMS type filtering (5.1) not optical flow.  Optical flow being 
determined as to processor intensive for this type of system.  The FOV would be tailored 
depending on sensor location, UAS class and mission profile, with the front sensor having the 

smallest FOV and in the rear the largest.  One proposed configuration is 20  at the nose, 50  

at the wing tips and >100  at the rear.  They will be “plug and play” with the TP allowing easy 
customization. 

The image captured by the lens and FPA (Figure 2) will be processed by the internal 
DSP/FPGA and firmware to correct for internal calibration errors, normalization, dead pixel 
removal etc.  The DSP/FPGA will then perform an external calibration (as required) and stabilize 
the image as required from information provided by the IMU.  This processed image will then be 
passed through the detector and threshold algorithms.  As required, detection reports (Figure 3) 
will be produced and communicated with TP.  The image will then be discarded. 

The central brain (i.e. TP) will be the locus of the system (Figure 1).  It will control and 
communicate with the sensors, 
the autopilot, the operator (pilot 
or ground control) and the 
aircraft.  It will receive detection 
reports, inputs from TCAS, INS, 
and other relevant data from the 
aircraft or ground control.  
Proprietary algorithms (See 5) 
will translate detection reports 
into tracks to be monitored, prioritized and set to thresholds (Figure 4).  MITL or autonomous 
algorithms will make the appropriate decisions and control the aircraft to avoid any threat 
conditions.  

A proposed configuration for the Predator, with five (5) sensors and TP, will have a SWAP of 
nominally 30Watts, <8lbs, and <0.1 cubic feet. 

 

Figure 2:  Flow diagram of the image through the sensor. 

 

Figure 3:  Example of a detection report. 
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Figure 4:  Block diagram of some of the processing algorithms. 

2 System Modeling 

A system model which will allow the prediction of range performance based on system design 
inputs, target geometries, thermal profiles and operating environmental conditions was 
developed by Magnolia Optical under the leadership of Dr. Ashok Sood.  The model is designed 
to answer this type of question:  Given a microbolometer with an f/1 optics, 25mm diameter, 
17um pixel, etc. operating at mid latitude summer (MLS) at what range will it have a 50% 

probability of detecting a Cessna type target (4m2, 30 F) The validity of the data will be 

compared against NVTherm2002 and NVThermIP, as well as data collected in the field.  

Many of the microbolometer manufactures have contributed their actual production line data for 
comparison.  

2.1 Bolometer sensor model(s) overview 

2.1.1 Excel model for single detector pixel performance prediction 

This excel model was created to provide accurate estimations of bolometer array performance 
parameters, notably NETD and MRTD, for the many types of devices currently in production.  
Inputs include basic materials properties for the bolometric material, the absorber layer if used, 
the metallizations, and the structure of the pixel (table and leg structure).  Electrical resistances, 
TCR’s, heat capacitances and thermal conductances are calculated and are used to predict the 
time constant, the response and the NETD of the device.  Inputs also include the optical system 
and the biasing and readout characteristics.  Performance results can be seen in Figure 5, and 
optics, scene and electronics inputs are shown in Figure 6.  The excel sheet is set up to easily 
allow inputs for three VOx manufacturers’ and the alpha-silicon manufacturers’ devices (Figure 
9).  NETD’s here are calculated for the four major noise sources (Johnson noise, thermal 
fluctuation noise, 1/f noise and read noise). 

 

Figure 5: Excel performance chart 
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Figure 6:  Scene, optics and electronics inputs 

Shown are the noise voltages, the NEP, the NETD calculated from the heat balance equation, 
the current noise, the noise equivalent flux density, the noise voltage calculated from a variety of 
expressions found in literature sourcesvi-x.  Figure 5 shows that near exact NETD agreement 
was accomplished from three independent equations and methods (NETDsw, NETDrg, and 
NETDhbe)xi-xv.  The slightly higher NETD’s from the heat balance equation (NETDhbe) are 
probably closer to reality than those predicted purely from equations as the response used in 
most equations is an approximation and assumes that the thermal leg conductance is much 
greater than the radiative conductance.  

2.1.2  Imaging matlab model for aggregate pixel (FPA and sensor) performance 
prediction 

A model in matlab for the generation of dynamic image sequences was developed to help 
assess and characterize sensors and cameras by providing images of bar targets in user-
controlled noise backgrounds.  This model is used to simulate dynamic bar target (NETD and 
MRTD) tests.  The model generated bar target images of user-defined delta temperature and 
size are shown at 30Hz as in an actual test with a physical bar target, collimator, display and 
human eye.  Temporal and spatial noise can be added by the user, the bars can be blurred by 
the diffraction PSF or a user-defined Gaussian PSF, and are displayed in real-time.  The images 
are first constructed at super-resolution (8x to 32x), convolved with a super-resolution PSF then 
binned down to the FPA format of interest.  Initial results (observer MRTD’s) are much lower at 
the lower spatial frequencies than the NETD values and these MRTD plots agree with the 
NVThermIP run outputs.  Older MRTD equations tend to overestimate the MRTD as does 
NVTherm2002.  MRTD(f) will be an important parameter in calculating probabilities of detection, 
identification and recognition.  For bar target spatial frequencies that approach the detector 
spatial frequency (Nyquist), large variation in MRTD is a result of aliasing.  Placement of the 
bars in exact alignment gives the lowest MRTD; however, in reality this is almost never the 
case.  As the spatial frequency approaches 1/(2*θdet), bar location becomes more important 
and large variations in MRTD are seen for just small changes (portion of a detector pixel) in bar 
position. 
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Figure 7:  Simulated bar target images from the matlab program 

These simulated MRTD’s and MRTD’s calculated by NVTherm or from NVTherm expressions 
will be used to predict the N50 spatial frequency and range and the corresponding identification 
and recognition probabilities and ranges in section 2.3.3. 

2.1.3 Capacity for sequential vendor model inputs and fair comparison 

The model has been adapted to get fast and accurate results for the four manufacturers’ 
bolometers.  The user can switch between the four by simply choosing a number from 1 to 5 in 
the “choices” cell shown in Figure 8.  Once the sheet is populated by vendor’s specifications or 
our best approximations, comparisons of bolometer arrays in identical optics and for identical 
operating conditions can be accomplished.  Here the model may also be used for performance 
optimization since we have knowledge of all the noise sources and the response.  Bias voltage, 
sample time, operating temperature can all be varied as well as the characteristics of the 
bolometer. 

 

 

Figure 8:  bolometer choice section 

2.1.4 Iterative heat balance equation and comparison to approximations often used  

For a more realistic representation and to assure that thermal runaway is not occurring at the 
biases applied, the heat balance equation is solved for the baseline conditions (no target), and 
the new conditions (target on a pixel).  The model iterative solves for these conditions, finds the 
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bolometer temperatures, calculates resistances and currents, signal to noise, and NETD.  The 
model supplies a user-defined target temperature.  Here it was set at 1K above ambient.  The 
model calculates the signal and the signal to noise.  This is then divided into the delta T value to 
get the NETD.  These values have corresponded closely to the purely equation derived NETD’s 
but show consistently higher NETD’s due to the lower response calculated from the heat 
balance equation.  This lower response (generally 10-20% lower) is expected to be closer to 
reality than the response approximation usually used which does not consider the effects from 
radiative loss, only from the leg conductance.  For higher leg conductance to radiative 
conductance ratios, the responses become equal.  The SNR and computed NETD from the heat 
balance equation were found to be in close agreement with the theoretical models (equations) 
for a large variety of bolometer characteristics. 

 

Figure 9:  Heat balance equations 

2.2 Sensor systems model and evaluation criteria 

2.2.1 Mathematical basis for model: NETD, NEP, MTF, CTF, and MRTD equations 
compiled and derived from literature and from NVTherm models 

NETD and NEP derivations:  The bolometer NETD consists of contributions from background 
temperature fluctuation, bolometer temperature fluctuation, electrical current Johnson noise, 
bolometer 1/f noise and readout noise.  The NETD in relation to the NEP, response and D-star 
is: 
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where F is the optics f/number, and dM/dT is the spectral radiance contrast of the scene 
evaluated over the spectral band 

The NETD components are: 
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NETD background fluct: ]
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Note that NETD varies strongly with two commonly varied parameters, the f-number and the 
background temperature (and temperature contrast dM/dT).  NETD improves with slower optics 
as shown in Figure 10a.  NETD degrades at cooler background temperatures (tracking with the 
spectral radiant contrast) as shown in Figure 10b.  This NETD degradation (increase) observing 
cool scenes can, in part, be compensated for as bolometer noise may improve and response 
(TCR) may increase.  L-3 has claimed improved performance for a-Si operating at below 
ambient temperatures.  They report about a 2x improvement in NETD from 300K to 220K 
operation due mostly to an increase in TCR and resistance. 
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Figure 10: NETD as a function of f-number (left) and of scene temperature (right) 

NETD and MRTD are the commonly used metrics for extended resolved target evaluation; 
however, for subpixel targets the NEP and NEI are used. 

MTF’s and CTF’s:  MTF’s used in the model include the diffraction MTF, the detector spatial 
sample MTF, the eye MTF (used in some expressions), and the squeeze or spurious response 
MTF.  These have been compared to the MTF expressions used in both NVTherm models and 
are identical as are the output plots.  Shown in Figure 11a are these and some of the additional 
MTF types. 
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Figure 11:  MTF’s vs. spatial frequency 

CTF system and CTF eye:  The contrast threshold function is related to the MRTD 
(CTF=MRTD/(2*Stmp)), where Stmp is the scene temperature contrast.  The Stmp default value 
in NVTherm is 4C which is the value used in my excel and matlab model runs.  The CTF plots in 
Figure 11b are from the eye CTF equations given in the NVTherm2002 and NVTherm IP 
manuals. 

2.2.2 System level analysis (bar target imaging and MRTD prediction) 

About a dozen different MRTD expressions were found in the literature dating back to the early 
1980’s.  Past expressions were not found to be accurate over the entire spatial frequency range.  
Some of these have been incorporated into the model and the user may choose which to use.  
Plots from these expressions are shown in Figure 12 and Figure 14 along with NVTherm IP run 
results and a visual assessment of matlab simulated images shown to the observer at 30 Hz.  
Expressions are from the Ratches and Lloyd papers, and the two latest versions of 
NVThermxvi-xix. 

The Lloyd expression which gives a pretty good fit in the mid-range spatial frequencies is:     

s

f

f
H

NETDSNRt
MRTD det

2)
4

(
51.1

     where SNRt=2.25 

Adding the second constant term to the expression improves the low frequency accuracy.  This 
constant corresponds to the eye and display contrast limitations. 
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The MRTD NVTherm2002 expression given in the manual is: 
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where Md is the magnification of display, Hf is the combined MTF, dL/dT is the scene spectral 
radiant contrast, G is the display gain, Keye=823, (BwBL)1/2/SL is the eye filter response 
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Substituting for the D-star to get the expression in terms of NETD we get: 
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The MRTD from NVTherm IP is:    2/1
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This last expression and the Lloyd expression give the best MRTD fits to data (simulated bar 
target images) and with the results from NVTherm IP runs.  These results are described more 
fully in the model validation section.  These equations were used in the excel model and images 
were generated in an identical matlab version of the model to generate realistic bar targets with 
temporal noise.  These images were compared to MRTD predictions from this excel model and 
to NVTherm outputs.  Some representative images and MRTD’s curves are shown in Figure 12 
and Figure 14. 
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Figure 12:  MRTD’s from theory (top blue and yellow), from NVTherm IP runs (black diamonds), 
and discerned from matlab image sequences shown at 30Hz (red circles); three images at 

1.25*NETD bar target temperature and  summed over the eye integration time are shown at bottom 
right. 
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2.2.3  MTF, CTF, target temperature contrast and probabilities of detection, recognition 
and identification  

In addition to the NETD, the MTF and CTF are critical parameters in predicting MRTD.  The 
main components of the MTF are from optics diffraction, detector sampling and aliasing.  The 
CTF is determined from the human eye and the display characteristics such as the display 
brightness and magnification and the human eye’s response to light level and spatial frequency.  
MTF’s and CTF’s are shown in Figure 13 for a typical LWIR f/1 bolometer based sensor.  The 
sheet consists of the target section, the probabilities section, the MRTD sections, and the MTF 
section.  Other parameters of interest include the D-star, the NEP, the CTF’s and the SNR 
where the SNR is calculated for the target specified in the target section and the atmosphere 
(radiance and transmittance) specified for the range and altitude. 

 

Figure 13:  Main sheet for sensor performance evaluation 

2.3 Model validation 

2.3.1 NETD comparisons to literature and other model results 

Expressions from a variety of models for the noise and NETD were found in the literature.  The 
expressions from the various sources were slightly different.  Each set of equations had some 
shortcomings or approximations that were explored.  More accurate expressions for the optical 
throughput and for the response were developed.  For example, a common expression for the 
optical throughput involves the expression 4F2 or 4F2+1.  An exact expression was found whose 
solutions lie between the values from these two expressions.    

The scene solid angle is derived from:    
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The model is in agreement with three independent models (expressions and outputs) for noise 
and NETD.  For the NETD calculations, two responses were used, the heat balance equation 
response and the thermal leg conductance response. 

The heat balance equation response is:  )/()( ''

scscbobohbe PPVV  

The leg conductance approximation is:  
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The approximation overestimates the response by about 10% and underestimates the NETD 
also by 10% for these f/1 microbolometer cases. 

2.3.2 MTF and MRTD comparisons to NVTherm2002 and NVTherm IP 

In general, the MRTD is equal to the NETD*k2 / MTF.  The constant k2 actually has a frequency 
dependence that slightly increases the MRTD at the lower spatial frequencies.  In NVThermIP, 
the contrast transfer function (CTF) includes this dependency as can be seen in the NVThermIP 
data points in Figure 14.  The MRTD plot from the new NVThermIP CTF expression agrees well 
with the matlab image evaluations.  The MRTD plot and the target effective temperature are 
used in NVTherm2002 to find the N50 point (target spatial size where the probabilities of 
detection /recognition /identification are 50%).  NVTherm IP uses the system CTF and the target 
temperature contrast to find the N50 point (renamed in NVTherm IP as the V50 point).  These 
are just the previous NVTherm2002 parameters divided by 2*Stmp, where Stmp is the scene 
temperature contrast which is assumed in these simulations to be 4C.  The MTF’s currently 
used in the model include diffraction, detector shape, display, and eye MTF’s as shown in 
Figure 12a.  For the MRTD calculation, the NVTherm2002 model used the system MTF which 
included the eye MTF and a constant (SNRt).  The newer version uses the system CTF and the 
system MTF, but without the eye MTF.  For this 47mK NETD bolometer, the MRTD is seen to 
reach a minimum of about 16mK in the 0.40-0.60 c/mrad spatial frequency range as predicted 
by NVTherm IP (red diamonds).  This matches the 14mK MRTD discerned from the 30Hz 
matlab simulated images (green squares).  The difference between the plots modeled in the 
excel program and the data plots (NVTherm run outputs and visual MRTD data) occurs because 
of differences in the eye CTF curves used and the positive effects of aliasing which improve the 
actual MRTD at the higher frequencies.  The excel model MRTD’s do not currently provide for 
spurious response and for the case where the bars are perfectly aligned with the detector pixels 
(0 degree phase case).  When considering these factors, the MRTD is actually fairly flat until the 
spatial frequency approaches the Nyquist frequency.  The model which uses the eye CTF 
expression alone overestimates the MRTD at high spatial frequencies. 
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Figure 14:  MRTD’s from equations (blue and purple), NVTherm IP outputs (red diamonds), matlab 
image viewing (green squares), left plot is without Stmp component, right is with full expression  

2.3.3 Detection, identification and recognition of small (subtended) objects 

Recently we procured copies of NVTherm2002 and NVThermIP for comparisons with this 
model’s system level outputs.  The cooled and uncooled detector models in the NV products are 
not at all comprehensive; however, their image evaluation models are considered one of the 
standards for predictions of MRTD’s and detection and ID probabilities.  Many of the MTF and 
MRTD equations I used in my model were taken from or derived from equations in the NVTherm 
manuals.  As such, exact agreement with NV model products for system level parameters is 
expected.  Much of the work in this model is geared towards providing a physics-based 
simulation tool for the accurate approximation of NETD for the many material, optical and 
electronic properties that are involved in each of the manufacturers’ products.  The model can 
then be used as a tool for device geometry and device materials optimization and with the 
addition of the image generation and analysis functions will provide an end-to-end uncooled 
sensor analysis tool. 

The next task was to compile as extensive a database of bolometer pixel characteristics as 
possible from the vendors inputs, input these into the model, run performance predictions and 
compare these to data if available, and extend the image evaluation section (MTF’s, MRTD’s, 
CTF’s) and assure agreement with NVTherm outputs.  Accomplishing these tasks, the model 
was able to provide validated performance predictions from basic semiconductor materials 
inputs all the way through to image and image sequence generation and image evaluation. 

Bolometer sensor system performance parameters such as probabilities of target detection, 
target identification and target recognition are based on their mathematical components such as 
the NETD, the MRTD, and the target thermal contrast and size (extent on the FPA in 
cycles/radian). 

The NETD is calculated from bolometer material and geometrical characteristics (pixel and leg 
geometries, electrical and thermal characteristics) from vendor specifications.  The main 
parameters are the pixel heat capacity, the leg thermal conductance, the sensing material’s 
absorptance, resistance, and TCR.  Noise is also a factor and consists of a combination of 
Johnson noise, thermal fluctuation noise, background fluctuation noise, and 1/f noise.  We also 
employ controlled spatial noise (3D noise) in the model to account for row and column noise, 
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etc.  This model was based on the Night Vision 3D noise model.  The final NETD will consist of 
the traditional temporal NETD value plus the spatial noise components.    

The probabilities and ranges are calculated from the MRTD and the target thermal contrast and 
size (cycles on target from Johnson criteria).  Also, for longer ranges, we need to add the 
atmospheric transmittance into the equation.  The model finds the intersection of the MRTD 
curve and the target thermal contrast (apparent target contrast) curve on the plot of temperature 
(y-axis) vs. spatial frequency (x-axis).  MRTD and target contrast are also plotted against range 
where we diminish the target contrast by the atmospheric transmittance as a function of range.  
The intersection of the two curves gives us a spatial frequency value that is used in the 
detection, identification and recognition equations to determine their probabilities.  This 
calculation is also done in the NVTherm model and has been compared to this model’s findings.  
Thus, knowing the target size and thermal contrast, we find solutions of the probability 
equations and the range equations for that ideal target on the modeled bolometric sensor. 

For subpixel sized targets, the metric to use is the Noise Equivalent Irradiance (NEI) or the 
Noise Equivalent Power (NEP).  For pixel sized targets the NETD value can be used to 
determine detection.  For extended targets, the MRTD and target size and contrast are required.  
The NEI and NEP expressions use the target subtended area and irradiance, the detector 
response and noise, and the detector optical efficiency which is mainly determined by the fill 
factor and the diffraction spot size.  The NETD is calculated from the bolometer and optics 
properties discussed previously.  The probabilities based on the MRTD and the target 
characteristics are more involved and are open to some interpretation.  NVTherm2002 has been 
updated and the new NVThermIP uses slightly different expressions, such as the CTF (contrast 
threshold function) and introduces the V50 expressions to replace the formerly used N50 
expressions. 

As an example that illustrates the detection, identification and recognition parameters, we 
consider a typical uncooled sensor.  The format is 640x480 with 17 micron pixels, the optics is 
f/1 (10 cm aperture), and the frame rate is 30Hz.  The fill factor is 75% and the measured NETD 
is 30mK.  The FOV is 4.7 x 6.2 degrees and the IFOV is 0.17 mradian.  The MRTD curve here 
has been generated using a derivation of the NTherm2002 manual expression:xx 
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The apparent target temperature is:   2/122 ])[()( tarbktararss rT   and was assumed to be 

0.1K. 

In this example we do not include the atmospheric transmittance which is close to unity for the 
shorter ranges under clear conditions.  From figure 12, the intersection of the target with an 
apparent target temperature of 100mK and the MRTD curve occurs at a spatial frequency of 3.5 
to 4.0 cycles/mradian that correspond to a range of 5.2 to 6.0 kilometers.  This spatial frequency 
is defined as the cutoff frequency and is the spatial frequency that specifies the 50% probability 
of recognition for this sensor and target.  The MRTD curves shown are from derivations of 
Lloyd’s expression and from NVTherm expressions.  The sporadic points are from visual 
inspection of images generated in the matlab program. 
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Figure 15: MRTD curves (temperature vs. spatial frequency and vs. range) for a 4x4 meter target 

The recognition probability for other spatial frequencies can be calculated from the 
NVTherm2002 expression:xxi 
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Much of the probability section of this model is based on NVTherm2002 derivations which 
employ N50 values and traditional Johnson criteria using MRTD’s and apparent target 
temperature.  The newer version, NVThermIP uses V50 criteria, the apparent target temperature 
contrast, and the contrast theshold function.  The probability expressions from NVThermIP 
are:xxii 
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where Nr is the resolved spatial frequency, Srh and Srv are the spurious responses (horizontal and 
vertical) 

NEI, NETD and MRTD (lab MRTD) remain the critical, most accurate and performance-telling 
metrics and the current model now provides accurate predictions of these parameters.  
Probabilities of detection, identification, and recognition and the ranges for each are much more 
varied due to the specific target shapes and aspects, the field environment (lighting conditions, 
vibration, display glare) and background clutter.  We can usually assume that sensors with 
similar NETD’s and MRTD’s will provide similar target range estimations.  The major variability 
factors then are the observer, background, atmosphere and target which are captured to some 
extent in the range probability equations; however, these rely also on additional empirical values 
derived from field observations on specific targets and target sets under specific conditions. 

2.4 Observations/conclusions from manufacturer’s data and model results 

2.4.1 Relative strengths of noise sources 

Initial looks at VOx and alpha-silicon detectors using the model and using data from DRS and 
L3 papers indicate that both detectors are limited by 1/f noise at the high bias voltages used to 
maximize the responsexxiii-xxxi.  The a-Si is more dominated by 1/f noise but it is also operated 
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typically at 4-5 volts where the VOx is at 2-2.5 volts.  The higher resistance of a-Si allows for full 
frame time integration while the VOx is limited to a bias pulse and integrate to inhibit 
overheating the bolometer.  From DRS data (17 micron pixels at 2.4 volts bias), after 1/f noise, 
the next highest noise source for the VOx is temperature fluctuation noise, followed by readout 
noise, then Johnson noise.  From L3 data (20 micron pixels at 5 volts bias), the second 
strongest noise source is Johnson noise, then readout noise, then temperature fluctuation 
noise.  While the absolute noise values are not given for the DRS bolometer, the ratios from the 
chart are 4.6, 3.7, 3.3, 2.8 for 1/f, temp fluctuation, readout, and Johnson.  The model predicts 
similar ratios even though layer thicknesses and device structure are not known very well.  For 
the L3 a-Si the values are 26, 12, 11, 6.5 for 1/f, Johnson, readout, and temp fluctuation.  This 
model predicts similar ratios here also.  The ratios are tabulated in Table 3. 

Noise type DRS data RR model Noise type L3 data RR model 

1/f 4 4   (2e-13) 1/f 1.64 1.64  (6e-12) 

johnson 1.85 2.38 Temp fluct 1.32 1.29 

Read 1.69 1.69 Read 1.18 1.18 

Temp fluct 1 1 johnson 1 1 

Table 3:  Relative ratios of noise from data packages and this model’s predictions 

2.4.2 1/f noise detail 

The level of 1/f noise is determined in the model by the value of the Hooge parameter or the k 
factor which at this point are not precisely known for the VOx and a-Si.  In the literature a typical 
Hooge value for VOx is about 10-23 cm3, but depending on processing details this value can vary 
greatly.  We can extract a Hooge parameter value or k factor from the data if the level of 1/f 
noise is given.  In the above table the 1/f noise was modeled using the k factor.  Agreement with 
data was found for k’s of 2e-13 for VOx, and 6e-12 for a-silicon.  This indicates that the 1/f noise 
from the alpha-silicon is about 60  or about 8 times higher; however this does not seriously 

degrade the a-Si NETD since the alpha-silicon noise bandwidth is much smaller and it is 
operated at about twice the bias voltage.  Consequently 1/f noise based NETD limits look to be 
very similar.  1/f noise will also depend on the layer thickness (volume of material) so this must 
also be known for each type of detector to be able to predict 1/f noise. 

2.4.3 Response times and sensitivity comparisons 

It appears from the limited data seen so far that sensitivity (NETD) is comparable for the VOx 
and a-Si based bolometers.  It may be that the higher voltage, TCR and response available to 
the a-Si compensates for a higher level of 1/f noise.  As far as response times, the VOx may be 
inherently slower due to the requirement for an absorbing layer and an underlying substrate.  
The alpha-silicon can be grown on a sacrificial substrate like a polymer, and doesn’t require an 
absorber so a lower heat capacity can be achieved.  For the smaller pixel sizes being 
developed, the model shows that the leg conductance is becoming dominated by the 
metallization, so thinning and lengthening of the legs may not achieve as much of an 
improvement in conductance as expected.  None of these conclusions should be considered set 
in stone though, as little is known of the individual manufacturers’ specific capabilities in 
controlling these device parameters.  The Table 4 below shows model results for pixels of VOx 
and a-Si for identical C and G values (first 3 columns), then for reduced C and G (last two 
columns).  The NETD predicted for a typical VOx at 2.5V is 40mK and is 1/f noise limited.  The 
alpha-silicon with the higher 1/f k value has an NETD of over 100mK.  Reducing the 1/f noise k 
value to that used for the VOx gives a total NETD for the a-Si bolometer at 5V (column 3) of 
57mK, this time limited by the Johnson noise.  A twofold reduction in size (C and G) gives total 
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a-Si NETD’s of 55mK and 30mK.  From these initial simulations it appears that as the data has 
shown, the performance of these two detectors will be similar and final performance will 
probably be determined by manufacturing subtleties and readout electronics.  Spatial noise has 
not been mentioned and this may also become a factor in overall performance.  Nonuniformity 
correction (calibration) must be sufficient to limit spatial NETD to a level significantly below the 
temporal NETD. 

 

Table 4:  NETD’s predicted from model for like-detectors of VOx and a-Si for different levels of 1/f 
noise. 

2.5 Simulation of microbolometer sensors for aerial collision avoidance 

In these examples we look at a wide angle FOV (from 20 to 40 degrees) with f/1 optics for small 
aerial object detection.  The frame rate is 30Hz, the spectral band is 8-12 microns, the baseline 
NETD is 40mK, and the optical efficiency is 70%.  The intended target is at altitudes from 100 
feet to 10,000 feet and the sensor target path is horizontal (for sky radiance and atmospheric 
path transmittance calculations).  Atmospheric transmittance and radiance data from many 
MODTRAN runs over the 8-12 micron spectral range were compiled and a model in excel was 
developed from these data tablesxxxii.(18)  Horizontal path sky radiances were compiled for 
these altitudes and were compared to blackbody curve outputs to assign an effective blackbody 
temperature to the path inband radiance values from MODTRAN.  These effective 
temperatures vs. altitude are shown in Figure 16a which were derived from MODTRAN model 
runs.  Note that the actual temperatures at the altitudes are higher than the effective 
temperature.  The effective temperature takes into account the path emittance from the sensor 
to space which is less than unity.  For example, the MLS sea level temperature is 25C or 77F or 
298K, but the horizontal path radiance due to absorption in the 8-12 micron band is only 80% of 
the ideal spectral sum radiance of a perfect 298K blackbody radiator.  The 80% emissivity 298K 
radiator is equivalent to a 100% emissivity 285K radiator.  This 285K is the effective 
temperature used in the model to calculate inband path radiance.  From MODTRAN runs at 
each altitude we get the effective temperatures that are used in the excel model to approximate 
horizontal path radiances.  For the path transmittances, MODTRAN runs at various altitudes 
and path distances were used to find absorption coefficients as functions of altitude and path 
length.  These are shown in.  These expressions are used to calculate the SNR’s for targets of 
defined areas and temperatures, altitudes and ranges. 
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Figure 16:  Effective temperatures of horizontal path vs. altitude (left) and 8-12um transmittances 
vs. range for altitudes from sea level to 10km (right) 

Sensors and scenarios were investigated to predict SNR’s from aircraft at various temperatures 
and areas, and at various ranges and altitudes.  A few of the common bolometer camera FPA 
formats and FOV’s were simulated and the plots in Figure 17 were generated from these excel 
model runs. 

For SNR calculations for subpixel targets, we use the NEP or the Vnoise / Response ratio.  The 
SNR is:   

NEPPPSNR scnobstar /][  

where Ptar is the target energy on the sensor optics (watts) and Pscnobs is the contribution from the path 
radiance that is obscured by the target. 

The response is given as: 
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Lbbtcr
G

RR

RR

G

V

  

The cases modeled were: 

Case#1: 40 deg FOV, 0.5” optics, 28um 320x240 FPA, f/1, target deltaT = 30F, target area = 
4m2, for altitudes of 100ft. to 20kft.  

Case#2: 20 deg FOV, 0.5” optics, 28um 160x120 FPA, f/1, target deltaT = 5F, 15F and 30F, 
target area = 2m2, for 100ft. 

Case#3: 25 deg FOV, 1.0” optics, 17um 640x480 FPA, f/1, target deltaT = 130F, target area = 
1m2, for 10, 20 and 30kft. 

These SNR plots are as accurate as the known values for the camera NETD and the optical 
efficiency.  Reported values for f/1 NETD’s range are in the 20mK to 50mK region for most of 
these uncooled sensors. The general trend is a decrease in NETD with pixel size.  The NETD 
was taken to be 40mK for all cases and the optical efficiency (which includes the optics 
transmittance) was 70%.  If the actual NETD and optical efficiency are different, the plots will 
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move slightly up or down linearly with the NETD and optical efficiency ratios.  That is, if the 
optical efficiency is 60%, the SNR plot should be lowered by 0.6/0.7. 

The signal was calculated as the difference in level (voltage) of the pixel containing the target to 
a nearby pixel that is observing only sky radiance.  The accuracy was checked by adding a 
285K target in the pixel IFOV (target being the same temperature as the effective sky 
temperature).  The signal here was seen to be zero.  As an additional check, the target was 
made to fill the IFOV and set at 285.04K.  Here the delta is equal to the NETD of the uncooled 
sensor.  The signal to noise was exactly one when the effect of the atmospheric transmittance 
was removed. 

The sky radiance was modeled from MODTRAN runs for horizontal paths at the specified 
altitudes.  The inband target radiance was calculated from a blackbody emitter at the specified 
area and temperature, diminished by the atmospheric path transmittance.  The path radiance 
(target to sensor path) was added back into the expression so that a target at ambient 
temperature produces zero signal.  The signal was diminished by the optical efficiency as in this 
case, 30% of the target signal will be collected by the target pixel.  In the bolometer model, the 
delta signal produces a temperature difference and resistance change in the bolometer which is 
sensed as a voltage difference.  This voltage difference divided by the total noise voltage is the 
SNR.  The target was moved from 1km to up to 50km in horizontal range and SNR’s were 
tabulated for all cases. 

The top left plot in Figure 17 for case#1 shows SNR’s for the 40 deg FOV 320x240 sensor and 
the +30F 4m2 target.  As expected, SNR’s are shown to be higher for the lower altitudes 
tracking with the atmospheric transmittance.  The SNR = 6 level for this target is in the 6 to 14 
km range for these altitudes.  The +30F target is defined as 30F above the sea level 
temperature (77F) or 107F and remains 107F at all altitudes.  Note that at the lower two 
altitudes, the transmittance diminishes the signal much faster.  The higher altitudes (above 3000 
ft) allow for about twice the SNR6 range. 

Case#2 (upper right plot Figure 17) for the 160x120 20 degree FOV sensor shows improvement 
in SNR with target temperature delta.  All SNR of 6 levels occur within the 3.7 to 4.7 km range 
for the +5F to +30F 2m2 targets. 

In Case#3 for the 25 degree FOV 640x480 sensor, the SNR of 6 levels from the 1m2 130F delta 
target are in the 27 to 35 km range.  The plot at 10kft shows more attenuation of signal than the 
plots at 20kft and 30kft which are nearly identical. 

NETD’s in current sensors will probably be close to the estimated 40mK for the small pixels, 
where for the larger pixels, NETD’s may be as low as 30mK.  Vendor data has shown the best 
FPA’s can achieve NETD’s 10mK or so better than these values; however, average NETD’s 
over a decent sample of detector arrays are more in the 30-50mK range.  From the limited data 
acquired from the vendors for this study, it remains unclear what the limiting noise mechanism 
will be for the alpha-silicon and the vanadium oxide detectors.  1/f noise may be the limiting 
noise source for both detectors, especially at the higher bias voltages; however, hard numbers 
(k-values or Hooge parameters) were not available.  If the best detectors are used (lower NETD 
values), the case #1 and #2 ranges may be increase somewhat.  Cooling the FPA to 220K may 
also improve NETD by up to a factor of two according to some L3 data on their alpha-silicon.  
We have not seen any data on vanadium oxide at lower temperatures for comparison. 
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Figure 17:  SNR’s vs. target range for case 1 and 2 sensor configurations 
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Figure 18:  SNR’s vs. range for case 3 Figure 19:  SNR’s vs. range with NETD varied 
from 20 mK to 50 mK 

In Figure 19 we reproduce the results with some differences in NETD to show its effect on SNR 
and range.  The baseline NETD was 40mK and other typical and possible NETD’s of 20, 30, 
and 50mK produce the plots shown in Figure 19.  In general we see increases in range with 
reduction in NETD.  For the SNR=6 criteria, the ranges for 50, 40, 30 and 20mK NETD’s are 5, 
5.6, 6.5 and 8 km. 

Uncertainty in NETD, in optical efficiency (a function of the optical spot size and detector area), 
and variations in atmospheric transmittance and turbulence will all add uncertainty to these 
range estimations.  For the lower altitudes, the transmittance will vary much more significantly 
with different levels of humidity and aerosol.  Currently, three atmospheres have been 
generated for use in calculating SNR, the U.S. standard 1976 model with 23 km visibility (rural), 
the mid-latitude summer with 23km visibility and then with 5 km visibility (both rural).  The 8-12 
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micron band transmittances are shown in Figure 20 for these three choices.  These charts were 
generated from MODTRAN runs for horizontal paths.  The MODTRAN data were fit with 
exp(-a*range^b) expressions which give very accurate fits to the data from 1 to 50 km path 
lengths. 

The effect on SNR from atmosphere variability is shown in Figure 21 for the case #2.  A +30F 
target gives SNR’s vs. range as follows for altitudes of 0 to 3 km for three specific atmosphere 
prescriptions.  The US 1976 Standard atmosphere with 23 km visibility (aerosols) gives the 
highest SNR’s.  The second best is the midlatitude summer model with 23 km visibility and the 
third best is the midlatitude summer with 5 km visibility.  For the sea level altitudes, the SNR=6 
range for the three atmospheres are from about 4 km to 5.5 km.  Going to a 1 km altitude 
improves the range to 5 to 7 km.  The SNR=6 range for the US Standard atmosphere is about 9 
km for the 3 km horizontal path. 
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Figure 20:  Three atmospheres currently simulated in program 
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Figure 21:  Case #2 with a +30F target and at altitudes from 0 
to 3 km for the 1976 US standard 23km vis, the MLS 23km vis 

and the MLS 5km vis atmospheres. 

2.6 Some unique attributes of the model 

The model consists of some unique characteristics that were developed to better characterize 
microbolometers and uncooled cameras.  Some of these attributes are:   

1. Detailed equations for NETD and NEP from first principles: bolometer geometries and layer 
characteristics. 

2. Radiometric expression derived for background solid angle gives more accurate calculation of 
NETD for low f-numbers. 

3. NETD expressions allow for centrally obscured optics (reflective), as do the diffraction spot 
size calculation (EOD for diffraction limited optics which is used in the NEP and NEI 
calculations). 

4. Response is calculated for all contributions from the heat balance equation, not just the usual 
approximation using the leg thermal conductance. 

5. Creation of simulated bar target imaging sequences that when observed by the human eye 
give MRTD’s that are in agreement with NVTherm MRTD(f) results. 

6. Full use and validation of model to NVTherm equations and outputs for MTF, MRTD and 
probabilities of detection, identification and recognition.  

7. Model provides a seamless transition from subpixel region (point object images and 
performance predictions, NEP and SNR) to resolved region (extended object images and 
performance predictions, NETD and MRTD).  

The differences in NETD due to the scene solid angle expression used are shown in figure 19.  
Expressions found in the literature were either of the form 4F2 or 4F2+1.  The first overestimates 
the solid angle, the second underestimates it.  All expressions converged for the larger 
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f/numbers, but significantly differ from f/1.5 on down.  The expression used in the model (middle 
curve) gives an accurate value for the area of a sphere subtended by a solid angle phi for all f-
numbers. 
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Figure 22:  solid angle of scene (phi/pi) gives more accurate NETD at f/1 and lower 

2.7 Summary and discussion 

A microbolometer model has been developed and validated that predicts accurate NETD values 
for specified bolometer materials, geometries and electronics.  The model was implemented in 
excel and in matlab to provide detailed single pixel predictions and realistic image sequences 
complete with nonuniformities and 3-D noise.  The model was extended to predict MRTD’s and 
probabilities in accordance with and validated to the Night Vision models (NVTherm2002 and 
NVThermIP).  Both NETD’s predicted by the model and MRTD plots generated by the model 
are in close agreement with other model results from literature and to NVTherm outputs and 
simulated visual bar target observations.  The model was applied to the mission of collision 
avoidance to predict SNR’s and ranges for a variety of scenarios.  Further efforts in validation 
and model development (in order to fully predict and characterize performance) rely on 
discerning the practical limits in bolometer pixel manufacturing and the bolometer materials 
semiconductor characteristics such as 1/f noise, TCR, resistance and absorbance.  Knowledge 
of the vendors’ electronics readout and noise reduction schemes and effectiveness will also be 
required to determine if electronics noise and spatial noise can be kept below the total of the 
other four types of temporal noise (1/f, Johnson, thermal fluctuation, and background 
fluctuation) for future designs.  The model as it is predicts the major noise components in 
correct proportion for both the alpha-silicon and vanadium oxide microbolometers  

Some observations here that look to be typical of f/1 uncooled microbolometer sensors are that 
both types of detectors (VOx and a-Si) are limited by 1/f noise at the higher bias voltages; 
otherwise, higher biases would continue to improve performance.  In general, the a-Si 
bolometers exhibit slightly faster responses, but also may have higher inherent 1/f noise.  MRTD 
predictions from my matlab images, NVTherm runs, and from the various equations show that 
for a large part of the spatial frequency range, the MRTD remains less than the NETD, up to a 
factor of two to three times less.  This is a direct result of the eye integration which sums a few 
frames (signal) while rejecting some of the temporal noise which provides a square root of the 
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number of frames integrated improvement in SNR and MRTD.  The eye CTF(f) and the system 
MTF(f) functions are the other variables used in the MRTD equation.  Eye CTF is dependent on 
ambient illumination and display characteristics and the system MTF in the model is comprised 
of diffraction effects, detector sampling effects, and spurious response or aliasing.   

3 Hardware and Software 
To accomplish the goals of the program COTS technology was extensively leveraged.  Off the 
shelf microbolometer cameras and existing data collection software was modified to meet the 
needs of the program. 

3.1 Data Collection Software 

Streams5 (www.ioindustries.com) a Windows based multistream data collection software.  It 
allows the simultaneous collection of data streams in multiple formats to multiple devices 
(Figure 23).  This video transmission formats used in this program was analog, LVDS, 
CameraLink and GiGE.  It is deeply integrated with Windows via C++ and has open source 
PYTHON scripting capability www.python.org.  IO Industries was hired to code special drivers 
for the GiGE interface and IMU integration.  The data was exported in a RAW format for use 
with MatLab (UConn) and MatCad and ImageJ (MilSys).  ImageJ is a Java based open source 
image processing program supported by the NIH. 

 

Figure 23:  Streams5 screen capture 

Several custom models were created to support hardware setup and GigE driver integration 
(Figure 24).  The L-3 hardware setup was via a USB port.  The GigE was controlled through an 
iPort driver developed by Pleora.  The IMU (inertial measurement unit) was programmed via the 
iPort through a UART to the FPGA (See 3.4). 
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Figure 24:  Modules to developed to control the camera and IMU. 

3.2 COTS Microbolometers 

The two core technologies, Vox and a-Si, (Table 5) for microbolometers were extensively 
studied and reviewed for the program.  The BAE camera uses the SCC500 core with a third 
party CameraLink interface and lens from OPHIR.  The L-3 4550AS came complete with lens, 
analog output, and a 16bit digital OEM port.  MilSys designed for it an interface board for the 

Setup 

IP Address 

Control L-3 
Camera through 
USB 

Setup IMU 
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OEM port for both the LVDS and GigE output (See 3.4).  Unsuccessful attempts were made to 
purchase a DRS 640 X 480 Vox microbolometer.  Indigo (FLIR) also sells a similar package, but 
was not contacted due to the potential non-disclosure issues.  Raytheon has a very small 
package (Figure 25), however due to their commitment to meet DoD sales, at the time no cores 
were available for testing. 

 

 
 

 

 
 

Figure 25:  Raytheon microbolometer  
320 X 240, 25um with electronics 

Manufacturer BAE L-3 

Optics 1” 0.5” 

Pixels 640 X 480 320 X 240 

FOV 28  54  

Pixel Size 25 m 30 m 

Technology VOx a-Silicon 

Range 8-12 m 7-14 m 

Sensitivity <50mK <50mK 

Table 5:  Comparison of the specifications of the two(2) 
main MB technologies. 

As part of the development process the noise and S/N ratio of the cameras (both VOX and -
Silicon) was measured.  Several macros were written in ImageJ to process the videos.   

  

Figure 26:  STD and average of the L-3 microbolometer.  Note the red circle is a defect in the FPA. 

The images above (Figure 26) are from the -Silicon viewing a wall.  The above left image is a 
standard deviation (n=100) of the still image (AVG n=100) on the right.  The STDEV is uniform 
over the entire image.  The population average of the STDEV is approx 11.5 counts out of 
16bits.  Note the red circle; it is a problem with the camera developed during the first two 
months.  Interestingly it does not affect the measurements.  It was returned to the factory for 
repair. 
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The images above are from the BAE Vox viewing the same wall as the -Silicon.  The above left 
image is a standard deviation (n=100) of the still image (AVG n=100) on the right.  The STDEV 
indicates some fixed pattern noise within the image.  The population average of the STDEV is 
approx 1.5 out of 14bits.  The results indicate that both cameras have a S/N 12bits (4096:1). 

The cameras were used in three configurations:  BAE and L-3 parallel looking at the same 
scene (Figure 27), L-3 and L-3 side by side for tracking across the FOV (Figure 28), and L-3 
and L-3 both parallel (not shown). 

  

Figure 27:  Camera system used to collect initial 
data of Ultralight.  Both BAE and L3 are shown. 

Figure 28:  Dual L-3 Camera used in later side 
by side data collections. 

3.3 GPS Data Logger 

To track the position of the aircraft relative to other aircraft or the ground, portable GPS data 
loggers were purchased from Landairsea (Figure 29).  This model was chosen for its accuracy, 
2.5meters and its small size.  The update rate is only 1Hz, which corresponds to 88ft/s 
@60mph.  The factory was contacted about increasing the rate, however, it is not possible with 
this type of technology at the price point.  In general, this resolution was deemed accurate 
enough for the tasks required.  At the start of each data collection, the logger was located at the 
camera mount and then placed in the pilots pocket or on board the aircraft.  The results were 
later exported into their customer software, a text file or Google Earth for post processing. 

http://www.landairsea.com/
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Figure 29:  LandAirSea GPS data 
logger. 

 

 

Figure 30:  An example of the data export from the GPS tracker into Google Earth. 
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3.4 Aircraft 

Two types of light aircraft were used for data collection Piper (Figure 31 & Figure 32) and Kolb 
Ultralight (Figure 34).  The original work by Priest et al used a Cessna as its standard target; 
however, a Piper is a close match (Table 6) and was a more available aircraft.  Most of the data 
collections, ground-air and air-air used the Kolb Ultralight.  The pilot was very cooperative and 
he flew out of the uncontrolled airport at Alloway NJ (See 3.6). 

  

Figure 31:  Piper aircraft used for data collections. 

  

Figure 32:  Piper from website. Figure 33:  Cessna from website. 

 

  Piper Cessna 

Maximum Take-off 
Weight  

2,750 lbs/1,247 kg  2450 lbs/1111kg 

Useful Load 960 lbs/437 kg 758 lbs/343kg 

Length 24.7 ft/7.5 m   27'2"/8.3m 

Height 7.9 ft/2.4 m  8’11”ft/2.7m 

Wing Area 170 ft2/15.79 m2 174 ft2/16.2 m2 

Wing Span 35.4 ft/10.8 m 36'1"/11m 

MAXIMUM SPEED 145 kts/269 km/h 123 kts/228 kph 

CRUISING SPEEDS 137 kts/254 km/h 
75% @8kft 

122 kts/227 kph 
80% @8kft 

Table 6:  Specifications for Piper and Cessna. 
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Figure 34:  Kolb FireStar Ultralight  33ft wing span cruising speed 60mph. 

The Ultralight is constructed of tubular aluminum and fabric wings.  The engine is a multistroke 
“lawnmower” type with a large muffler.  The engine is pointed towards the rear of the aircraft.  
The pilot indicated that the muffler during operation approaches 1200F (Figure 35).  At range, 
the wings provide some thermal contrast with the background sky, however the primary 
background contrast or hot spot is provided by the muffler. 

 

 

Figure 35:  LWIR image of the Ultralight.  Muffler runs at 

approximately 1200 F. 

 

3.5 Camera hardware development 

The BAE camera was purchased from a third party integrator which provided a CameraLink 
interface providing a full digital data collection.  However, the L3 camera core was only available 
with analog output or OEM 16bit digital port.  Custom hardware is required to use the OEM port.  
In the first phase, a OEM to LVDS interface was designed (Figure 36-Figure 38).  The LVDS 
interface uses a 0.5” diameter stiff cable.  This cable was determined to be not compatible with 
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the goal of developing a small data logging system that could be flown in multiple platforms, 
ranging from a small UAV to a larger manned aircraft. 

 

 

Figure 36:  3D model of LVDS circuit board 
with L-3 AS4500. 

Figure 37:  Silk screen of circuit board. 

 

 

Figure 38:  Assembled camera and cable. Figure 39:  L3 Core with LVDS circuit board. 

The second stage of development was to integrate IMU with a GigE interface.  The GigE 
interface was chosen because of its high bandwidth and small cable size (Figure 40-Figure 42).  
The IMU was an integrated module produced by Analog Devices AD16355.  It is based on their 
iMEMs process.  Two cameras were completed for use in air-air testing. 

 

 
 

Figure 40:  3D model of GiGE and IMU with L-3 
AS4500. 

Figure 41:  View of the completed camera. 

 

Green item is 
custom circuit board 

LVDS 

Cable 
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L-3 AS4550 
Camera AD16355 

MEMS unit

Xilinx FPGA 
interface (on far 
side of board

 

Figure 42:  View of the completed camera. 

To collect air-air data an ITX form factor PC (Figure 44) was chosen due to its size, power 
requirements, and dual GiGE ports.  A small ruggedized 80GB disk drive was install.  A portable 
Lead Acetate battery and charger were installed in the Kolb Ultralight behind the pilots seat 
(Figure 43).  The camera was installed on a removable mount on the nose (Figure 45).  The 
mount was isolated from aircraft with vibration mounts.  The engine is also isolated from the 
airframe wit vibration mounts.  The pilot indicates that the aircraft does not vibrate due to the 
engine. 

 

  

7” 
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Pilot’s 
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Battery 
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Figure 43:  Installation of the computer, 
battery, and DC charger. 

Figure 44:  Mini-ITX computer. 

 

  

Figure 45:  View of the completed camera installed in the UltraLight. 

 

3.6 Airports 

All of the data collections took place at two airports, Pottstown, PA (Figure 46-Figure 48) and 
Alloway (Figure 49 & Figure 50), NJ, during 2007-2008.  Pottstown is a public ATC local 
municipal airport.  Alloway is a private uncontrolled airport.  Due to the flexibility and lack of 
restrictions, Alloway airport was the primary chose for data collections. 

 

Figure 46:  Ariel View with flight path of the Pottstown Airport, PA. 

Location 
of  
Camera 
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Figure 47:  Dual camera setup at Pottstown 
Airport. 

Figure 48:  Ariel View of the Pottstown 
Airport, PA. 

 

 

 

Figure 49:  Ariel View of the Alloway Airport, 
NJ. 

Figure 50:  Ground level view of the Alloway 
Airport. 

4 Representative Data Collections 
The following is a representative sampling of the ground-air data collections and their range 
estimates (Figure 51-Figure 54 & Table 7). 

Aircraft 
Parked 

Camera 
Location 
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Figure 51:  BAE (left) and L-3 (right) collected at the Alloway Airport using camera configuration in 
Figure 27. 

 

  

Figure 52:  L-3 both parallel (Figure 28) collected at Pottstown Airport. 
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Figure 53:  L-3 side by side (Figure 28) collected at Pottstown Airport. 

 

 

Figure 54:  Frame showing Piper crossing from one camera FOV to another later in the data 
collection of Figure 53. 

 

On Oct 31 both the BAE and L-3 cameras were operational and using the Streams5 software 
the video was collected synchronously.  The pilot was instructed to pass as close as 
comfortable above the camera tripod and fly straight for 3 miles climbing to 1000ft.  The pilot 
had a GPS data logger in his pocket.  Actuality the pilot trended to the right an flew out of the 
FOV of the cameras on two of the three passes.  Based on the Oct 30 video, on Nov 28 the pilot 
was instructed to fly to 3000ft with the thought being that the background would be clearer and 
lower in temperature thereby improving the range performance of the camera.  The pilot few 
straight however, he reached the 3000ft at 3 miles.  Review of the data indicated that he was at 
approximately the same altitude at the limits of visibility of the camera.  

Start – First moment that the aircraft is visible in the scene 

End – Last moment that I can see the aircraft.  Aircraft is at one pixel and the Scene is zoomed 
on the monitor 

Comments – The distance was determined by aligning the Start/End Times with the GPS data. 

Note: 

1) When in black and white, Streams5 displays 256 levels of gray the window and level 
need to be adjusted to try to enhance the visibility of the single pixel. 

2) The BAE camera has 4X large lens. 

 Camera Start End Comments 

Scene 2 BAE 9:52:52 9:54:40 Dist -1.9m(3km) 

 L-3 9:52:52 9:54:40 Dist -1.9m(3km) 

 BAE 9:52:52 9:55:14 Dist – 2.6m(4.1km) 

 Note:  I prematurely cut off some of this scene data during editing 
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 GPS Data Scene2.txt  AVG Speed 63.6mph 
Flew out of FOV 
Altitude – 879ft 

Scene 3 BAE 10:13:55 10:14:41 Dist – 0.9km(1.5km) 

 L-3 10:13:55 10:14:45 Dist – 0.9km(1.5km) 

 GPS Data Scene3.txt  AVG Speed 60.7mph 
Flew out of FOV 
354ft 

Scene 4 BAE 10:24:31 10:27:36 Dist – 3.1m(5km) 

 L-3 10:24:29 10:26:31 Dist – 2.0m(3.2km) 

 GPS Data Scene 4.txt  AVG Speed 60mph 
Altitude 958ft 
The short ranging distance for 
the L-3 mimics scene 2. 

Table 7:  Slant Range estimates  of ground-air data. 

Figure 55 is the initial test flight of the hardware developed above (Figure 42-Figure 45).  A 
second Kolb Ultralight was used as the test aircraft.  The hardware and software performed as 
expected and both video and IMU data was collected.  The second pilot was not expected at the 
initial test flight and the GPS dataloggers (Figure 29) were not brought to Alloway Airport.  On 
the inauguration flight, the second test pilot let his GPS on the wing of the aircraft and it damage 
the flap and the propeller.  Before the aircraft could be repaired or another pilot and aircraft 
arranged time ran out of this program. 

 

Figure 55:  Initial test flight of the IMU for Air-Air 
data collection. 

The IMU collects data along six axis, three acceleration and three angular velocity.  Figure 55 
plots the absolute roll angular velocity.  The blue line represents both the absolute translation of 
the aircraft in degrees.  The red line represents the translation of aircraft due to fast vibrations 
as one might expect due to the motor (2-5Hz).  The goal of adding the IMU to the camera was 
required to stabilize the image due to vibrations not physical translations of the aircraft.  The 
track processor would use the INS from the aircraft to correct for translations. 
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Figure 56:  The angular velocity of the roll of the aircraft for Figure 55. 

 

5 Algorithm Development 
Dr. Bar-Shalom and Dr. Willet are world renowned researchers in the area of small target 
detectors and target trackers, along with Richard Osborn (grad student), they were hired to 
develop both a small target detector and a tracker for the PCAS program.  Based upon their 
experience, the attitude was that the technology tasks have been solved, and that what was 
needed was a unique implementation (i.e. nothing needs to be invented).  (Due to the software 
used to create their report, it is included here as a static reference.  The data provided by MilSys 
for their development work was ground-air only.)  As discussed below, technical difficulties 
arose and time ran out on the present contract before air-air data with inertial measurements 
could be provided.  Their small target detector is based upon single frame processing with a 
measurement window ranging from 50 X 50 to 20 X 20 pixels. 

5.1 UConn Report 
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The following are representative frames of the process video created by UConn.  The red track 
indicates that their measurement extractor has located the target aircraft and has started a 
track.  In Figure 59, the angular velocity (degrees/second) of tracked targets is displayed.  The 
GPS tracking information in on the left and on the calculated from the image is on the right. 

  

Figure 57:  Video track of Ultralight of Figure 6 of 
the UConn report showing no collision. 

Figure 58:  Video track of Ultralight of Figure 7 of 
the UConn report showing collision course. 

 

 

5.2 Image Differencing 

While UConn focused on single frame detector, with the issue of clutter removal and S/N, using 
image differencing is another approach.  By differencing, clutter would be “zeroed” out because 
it is static frame to frame and targets which are moving would create additional contrast against 
the static background.  This concept is illustrated in Figure 60, the algorithmic flow is illustrated 
in Figure 62.  The bird flying in from the right is not apparent in the image on the left.  The 
background including the ground clutter goes to zero.  However, image differencing is very 
susceptible to motion of the platform during collection.  The image must be stabilized to be 

  

Figure 59:  Video track of Piper aircraft using side by side L3 cameras at Pottstown Airport (Figure 
28).  Left hand side in the data logger GPS track, right hand side is the calculated track 
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effective (Figure 61).  Note:  at this time due to the ending of the program stabilization was not 
completed. 

 

 

Figure 60:  Example of image differencing. 
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Figure 61:  Example of image differencing on a moving unstablized platform. 

 

 

 

6 Hardware Approach for Tier I UAV 
MilSys Technologies as been in contact with a few of the mini-UAV manufacturers to discuss 
our PCAS system.  Our existing configuration of a multi-sensor system does not meet their 
SWAP requirements.  What has come out of our discussions, is that the mission profile is 
different enough from the Predator class, that some compromises on performance can be made 
to reduce the SWAP requirements. 

 

  

Traqair DSP 

IMU Daughter 

Ribbon Cable 
Lens & FPA 

1.75” 

1.25” 

 

 Weight 

3600AS 
3oz 
w/lens 

FPGA/ 
DSP 

2oz 

IMU 2oz 

Total 7oz 

Figure 63:  Side on diagram of the propose sensor / TP.  Note the 
dimensional scales. 

Table 8:  Estimated 
weight. 

As discussed in Section 1.3, the most import factor in avoiding collisions is the time to collision.  
For the Predator class under most situations, it has been specified as 32 seconds [minimum].  
Due to the differing mission scenarios and platform design for the mini-UAS, this time can be  

 

Figure 62:  Flow diagram of the image through the sensor. 
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reduced to 10 seconds.  MITL time goes to 0 and the 

bank angle can be significantly >18  reducing the time to 

5 seconds.  Detection and tracking time remains constant 
at 2-5 seconds.  At a 250knot head on closing speed, 10 
seconds is 1.5km minimum slant range at detection.  
Microbolometer technology is more than adequate for this 
mission. 

The innovative approach is integrate COTS IR technology, 
such as the L-3 Thermal Eye 3600AS (Table 9), Xilinx 
FPGA/DSP with an IMU currently under development at 
MilSys Technologies.  Figure 63 is a side on view of what 
the hardware would approximately look like.  The lens and 
FPA are separate from the control electronics for the 
maximum mounting flexibility (Figure 63).  Table 8 is the 

estimate of the total weight 7oz (<0.5lbs).  The Scan 
Eagle published payload is 6lbs the Silver Fox is 5lbs.  So the proposed configuration is at 

10%.  With additional engineering one or two of the PCBAs could potentially be eliminated.  
The major weight driver is the lens. 
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Figure 64:  Block diagram of how the new functions of air-ground would be implemented to 
leverage the existing PCAS architecture and developments. 

With only one sensor, complex image transformation will not be required by the TP, however, 
the new function of air-ground will replace it.  The block diagram of the information is more 
complex with the addition of the air-ground detector (Figure 64). 

The lens currently offered by L-3 on the 3600AS has a FOV of 53  X 37 .  Ideally for a forward 

looking only EO/IR SAA system, a horizontal FOV of 90 -120  would be optimal.  However, 
microbolometers need a low F/# lens, this drives weight up.  An innovative aspect of this 
proposal is a contrarian approach to lens design.  Most lenses are designed for imaging.  A 
trade study will be performed looking at several alternative approaches:  For example, modified 
off the shelf single element (Figure 65) similar to the Temmek Optics IRViper.  Note that the 
weight is almost 4X that of the proposed camera.  LWIR transmitting plastics are available 
(Figure 68).  Designs will be reviewed that would be a combination of aspheres, fresnel lenses 
(Figure 67), and/or diffractive lenses molded out of plastic or chalcogenide glass.  A final design 
possibility is a complex anamorphic wide angle view converter (Figure 66).  The optical system 

 

 

Optics < 0.5” 

FOV 50  

Pixels 160 X 120 

Pixel Size 30 m 

Technology a-Silicon 

Wavelength 7-14 m 

Sensitivity <50mK 

Table 9:  L-3 3600AS. 
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will have a predetermined optical power in the horizontal axis different from the vertical axis.  
Typically, a pair of prisms is used to form an anamorphic system.  For this system, the prism 

 

 

 

Figure 65:  Temmek Optics – IRViper 

Lens, F/# 0.8, FOV 80  X 60 , Weight – 
260g.xxxiii 

Figure 66:  Schematic of a wide angle FOV 
converter. 

 

 

 

Figure 67:  Schematic of a Fresnel 
lens.

xxxiv 
Figure 68:  Transmission spectrum of Fresnel 
Technologies POLY IR® 2 IR plastic.

xxxiv 

pair will be incorporated into a two or three element toroidal lens system to change the field of 
view from a 4x3 format for the microbolometer sensor to a different field of view format.  That is, 
to use all of the pixels most efficiently for a 4x3 image format the corresponding field of view 
would be 40deg. x 30 deg.   As an example, to change to a field of view to 60 deg. or 120 x 30 
deg., the toroidal lenses would need to compress the horizontal axis by a factor of 1.5 for the 
same sensor.  The resultant image will have an image which is 2.25 to 4.5X times brighter in the 
vertical FOV than the horizontal FOV.  The overall tradeoffs for the entire system will be the 
lowest f/number that can be achieved while holding the distortion and the allowable vignetting at 
the edges of the field to a minimum, while optimizing the lens system for weight, cost and 
volume. 

7 Extension of the Technological Approach to solve the full CA 
problem 

7.1 Introduction 

As defined by the JIPTxxxv in their recently published draft UAS requirements document, a sense 
and avoid (SAA) system encompass the following functions:  air-to-air, air-to-ground, ground-to-
ground, ground-to-air, and man made hazards (Table 10).  Part of the mission planning is an 
environmental forecast encompassing both atmospheric phenomena and manmade hazards 
(i.e. smoke).  However, this forecast is for the macro airspace and may not necessarily be 
accurate for the localized mission airspace.  As long as the UAV remains within the line of sight 
of the warfighter, it has a SAA system.  As soon as the UAVs fly out of the line of sight on the 
battle field, risks to the mission increase.  Adding the capability to sense the environment would 
enhance the utility of UAVs, by allowing more autonomous operation, provide localized 
forecasting for battlefield management, and provide real-time feedback to the onboard ISR 
sensor suit to maintain probability of detection, contrast level, etc.  This capability would reduce 
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the workload of the warfighter, increase mission success rate, and expand mission 
opportunities. 

To address these needs, various sensors concepts based on the microbolometer were 
developed.  The ability to differentially sense temperature, passive ranging, IR spectrum of 
clouds and polarization were reviewed for their applicability to potentially solve these issues as 
well as the technological feasibility. 

All Phases 1.4 The UAS shall be capable of avoiding hazards. Overarching Hazard Avoidance requirement.

All Phases 1.4.1 The UAS shall be capable of avoiding collision hazards.

The UAS initiates an avoidance maneuver based on 

collision avoidance system determination of a 

potential hazard.

All Ground 1.4.1.1
While on the ground, the UAS shall be capable of avoiding 

airborne hazards (Ground-to-Air).

The requirement is to avoid becoming a runw ay incursion, as in 

clearing f inal before taking the active runw ay.  

Yes,

Future

All Ground 1.4.1.2
While on the ground, the UAS shall be capable of avoiding 

ground hazards (Ground-to-Ground).

During taxi operations in the airf ield environment, the UAS must 

be able to avoid f ixed obstacles, other ground aircraft, as w ell as 

ground support equipment.  During takeoff, the UAS shall be 

capable of avoiding takeoff obstacles including, but not limit

Fixed obstacles 2015
Yes,

Future

All Flight 1.4.1.3
While in-f light, the UAS shall be capable of avoiding airborne 

hazards (Air-to-Air).

During any f light phase, the UAS shall have the capability to 

avoid collisions w ith other airborne vehicles (aircraft, balloons, 

etc.) w ithout prompting or assistance from ATC.  TCAS required 

for aircraft exceeding 5700 kg.

Yes

PCARS

All Flight 1.4.1.4
While in-f light, the UAS shall be capable of avoiding ground 

hazards (Air-to-Ground).

The requirement to avoid runw ay incursions, terrain, and man-

made vertical development is valid throughout all f light phases.

Yes,

Future

All Phases 1.4.2 The UAS shall be capable of avoiding environmental hazards.

Adverse w eather conditions or w ake turbulence may impact 

safe UA operations.  The UAS must be able to monitor 

environmental conditions and modify its f light path appropriately.

All Flight 1.4.2.1

The UAS shall be able to avoid natural environmental hazards 

such as adverse w eather conditions that may exceed UA 

operational limitations, including but not limited to: icing, 

thunderstorms, turbulence, and high w inds. 

SBIR

All Phases 1.4.2.2
The UAS shall be able to avoid man-made environmental hazards 

such as w ake turbulence. 
TBD

All Phases 1.4.3
The UAS shall be able to return-to-course follow ing hazard 

avoidance maneuvering.

During any mission phase, the UAS must be able to reestablish 

an appropriate vector follow ing hazard avoidance maneuvering.

Deviations from course shall be no more than 

required to safely avoid the potential threat.

Yes

PCARS

Req. # & 

Level
Rationale / AmplificationDraft Operational RequirementPhase of Flight

1.4  UAS Operations - Collision Avoidance

PCASDraft Threshold

 

Table 10:  JIPT SAA requirements. 

 

7.2 Cloud Detection via Infrared Imaging (Background) 

Clouds can be detected on an airborne platform with LWIR infrared imaging owing to the high 
radiometric contrast between the clear-sky emission and the cloud emissionxxxvi. The Optical 
Remote Sensors Laboratory (ORSL) at Montana State University, under the direction of Dr. 
Joseph Shaw, has developed instruments and algorithms for detecting clouds, measuring cloud 
statistics, and characterizing cloud type using ground-based, uncooled microbolometer thermal 
infrared camerasxxxvi;xxxvii,xxxviii. These techniques were optimized for vertically viewing ground-
based infrared imagers, could be modified to operate in an airborne environment for detecting 
clouds at angles other than vertical. 

Figure 69 shows the down-welling atmospheric spectral radiance calculated for the 1976 U.S. 

Standard Atmosphere, plotted versus wavelength for a wavelength range of 5-18 m. This 
figure illustrates the atmospheric emission spectrum that would be seen by a ground-based, 
upward-viewing infrared sensor. The bottom three curves are for a clear sky with water vapor 
contents that increase upward from the bottom curve: 0.1×, 1×, and 2× the normal water vapor 
content. The top curve is for a cloudy sky with mid-level altostratus clouds. Figure 70 is the 
vertical-path atmospheric transmittance plotted versus wavelength for the 1976 U.S. Standard 
Atmosphere model, with 1× water vapor (top) and 2× water vapor (bottom). These figures show 
that the atmosphere exhibits high transmittance where there is low emission, and vice versa. 
This is the result of emission arising proportional to absorption. 

Examining Figure 69 and Figure 70 within the spectral bandwidth of most LWIR cameras (~8–

14 m) reveals several important points about cloud detection with IR cameras: 1) the 
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atmosphere has relatively high transmittance, especially with low water vapor content); 2) Many 
clouds are quite bright relative to the clear-sky radiance; and 3) variations in atmospheric water 
vapor can be interpreted as thin clouds unless the intervening atmospheric emission is 
compensated for carefully. The difficulty of distinguishing between thin cirrus clouds and water 
vapor variations is further illustrated by Figure 71, which plots down-welling atmospheric 
emission versus wavelength (similar to Figure 69) for a clear sky, a very thin cirrus cloud, an 
altostratus cloud, and a cumulus cloud. Comparing Figure 69 and Figure 71 shows that in this 
case the thin cirrus emission is less than the radiance change that would occur with a doubling 
of water vapor. 
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Figure 69: Down-welling atmospheric emission 
spectrum for the Atmosphere model, shown for a 
clear sky with three different values of water vapor 
content (0.1×, 1×, and 2× the standard value) and 
for altostratus clouds (top blue) 

Figure 70: Atmospheric transmittance for a zenith 
path through the Standard Atmosphere. The top 
(blue) curve 1× water vapor, and the bottom curve 
(red) is for 2×. 

In ground-based cloud measurements for climate studies it is critical to detect even very thin 
cirrus. Therefore, these situations are handled through the use of IR cameras that are calibrated 
very carefully to achieve radiometric measurements with high accuracy and stabilityxxxvi,xxxviii. In 
these situations the clear-sky emission is calculated using ancillary data that provides a 
measure of the precipitable water vapor and near-surface air temperature, and this emission is 
subtracted from the image to generate a “residual radiance” image. These residual radiance 
images are ideally zero everywhere except where clouds exist. The magnitude of the residual 
radiance is used to determine cloud type. An example of this type of data is shown in Figure 72. 
In this figure the left-hand panel is the calibrated radiance sky image, the center panel is the 
residual radiance image, and the right-hand panel is the cloud-detection image color coded by 
cloud type (dark blue for clear, red for the radiometrically brightest clouds, and other colors for 
intermediate cases). 
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Figure 71. Down-welling emission spectrum for 
clear sky (blue curve, bottom), very thin cirrus at 9 
km altitude (red curve, 2

nd
 from bottom), alto-

stratus cloud at 2.4 km (green curve, 3
rd

 from 
bottom), and cumulus cloud with its base near 100 
m (teal curve, top). 

In the proposed technology, the emission signatures will change significantly from what is 
shown in the preceding figures, primarily because of the large range of viewing angles to be 
encountered. Also, we are not likely to have sufficient information available to properly estimate 
the emission of the intervening atmosphere (which requires a reasonable estimate of the 
atmospheric temperature and water vapor profiles, viewing angle, and range to the cloud). 
Furthermore, because of size and weight constraints, the imager likely will not be deployed with 
onboard calibration sources, making the direct use of previously developed algorithms 
insufficient for this application. Nevertheless, the principles are the same and the need to 
accurately characterize thin clouds is not a necessary component. Consequently, we propose to 
develop algorithms that operate on a more relative basis, identifying clouds through the use of a 
radiometric calibration that is measured in the laboratory and applied to the imager in flight. 
Shaw’s group at Montana State University has recently patented algorithms that allow very 
accurate calibration of infrared imagers without onboard blackbody sources, and similar 
techniques will be used here.  

The algorithms to be developed would will rely less on the absolute radiance (which is a 
necessary component of the cloud imaging work done at Montana State University for climate 
studies) and instead rely more on the relative variations of brightness seen while the air vehicle 
is flying. Measurements of vehicle altitude and attitude will be used to determine the nominal 
pointing angle of each pixel, and algorithms will be developed that use either look-up table or 
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Figure 72. Images from the wide-angle Infrared Cloud Imager system developed at Montana State 
University: (left) radiance, (center) residual radiance after removing atmospheric emission, and (right) 
detected clouds classified by cloud type (from 0 = no clouds to 5 = thick clouds as described in text). 
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curve-fit routines for estimating the background atmospheric 
signature as a function of viewing angle. This type of approach is 
not likely to offer sufficient stability and accuracy to allow reliable 
detection of thin cirrus, but in this application the much more 
important clouds to detect are thicker clouds that indicate the 
presence of stormy weather or total obstruction of the view in a 
particular direction. As shown in Figure 69, these clouds are very 
easy to detect because of their large radiometric brightness relative 
to the clear atmosphere.  

Additional information may be available from the spectral 
distribution of radiance within the camera’s full bandwidth as is 
being developed. As is indicated in Figure 69, there is a distinctly different slope of radiance 
versus wavelength for clear-sky emission and cloud emission. Satellite imager algorithms 
sometimes rely on this fact to detect clouds through a “split-window” technique or similar 
approach relying often on ratios of the radiance detected at two different wavelengthsxxxix. 

7.3 LWIR Multispectral Sensor 

The literature in the atmospheric science journals is limited.  Clouds can be detected on an 
airborne platform with LWIR infrared imaging owing to the high radiometric contrast between the 
clear-sky emission and the cloud emissionxxxvi. The Optical Remote Sensors Laboratory (ORSL) 
at Montana State University, under the direction of Dr. Joseph Shaw, has developed 
instruments and algorithms for detecting meteorological phenomena (i.e. clouds, measuring 
cloud statistics, and characterizing cloud type) using ground-based, uncooled hyperspectral 
microbolometer based systemsxl;xli,xlii.  Another recent paper by Tamachixliii et al. evaluated the 
potential of a ground-based IR camera (FLIR Systems, Inc.) to map cloud base temperatures 
around supercell storms.  This study included a nice summary of the difficulties in acquiring 
accurate measurements from the ground because of IR sources from water vapor, aerosols, 
and dust within the atmospheric boundary layer.  For a UAV flying above the turbid boundary 
layer, improved IR measurements could be obtained, free from the artifacts described for 
ground-based imagers as described by Tamachi et al. 

What has been investigated, is the possibility of combining a SAA system that is capable of 
providing both an environmental sensing and air-air collision avoidance capability.  At the heart 
of the MilSys Technologies PCAS are microbolometers which are low cost SWAP efficient LWIR 
sensors.  As can be seen in Figure 73-Figure 77, both clouds and an aircraft are visible in the 
images. 

Microbolometers are monochromatic detectors so that the radiant extent of an object is reduced 
to intensity.  Therefore, a hot and distant object could have the same intensity as a close and 
cool object.  The larger the radiance differential is between meteorological phenomena and the 
background, the greater the probability that this phenomenon is a hazard and should be 
avoided.  Dr. Shaw has developed algorithms that can be used to detect, track, and threshold 

  

Figure 73:  LWIR image of 

clouds using bolometer.  
Red circle is an aircraft. 

    

Figure 74:  Image 
before rain. 

Figure 75:  Image 
during rain. 

Figure 76:  Cloud 
formations. 

Figure 77:  Same day 
as Figure 76 
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meteorological phenomena.  Other researchers have developed algorithms to autonomously 
avoid and plan a path around themxliv.  However, the lack of discrimination and ranging for 
intensity only sensing, makes path planning and avoidance more difficult.  Even with these 
limitations, this system concept will work and can be integrated with the current development of 
our PCAS. 

The innovative technology is to create a multispectral microbolometer.  This will allow the 
discrimination of meteorological phenomena by allowing its radiant extent to be measured.  
These measurements will be used in three ways (3): as raw wavelength data, converted to 
differential temperature and/or range.  The result will be to reduce false positives, improve path 
planning and avoidance, and the detection and identification of meteorological phenomena etc.  
This will be accomplished by developing and integrating three (3) technologies; guided mode 
resonate (GMR) filters, microbolometers, and a moving FPA. 

Guided-mode resonance (GMR) filters consist of fine spatial patterns arranged to control the 
propagation of light (Figure 81).  Lithographic patterning of dielectric surfaces, layers, or volume 
regions yields low-loss structures that affect the spatial distribution, spectral content, energy 
content, polarization state, and propagation direction of an optical wave. GMR filters can exhibit 
a filter function that exceeds the performance found with 50 to 100 layer thin-film filters.  A 
significant body of published work has focused on narrow-line GMR filters which have been 
demonstrated both theoretically and experimentallyxlv-xlviii.  These filters require tight fabrication 
tolerances.  The key insight of the proposed technology is to use GMR filters in a contrarian 

 
 

 

  

Figure 78:  
Representation of 
different filters. 

Figure 79:  Schematic of a GMR 
membrane (purple) above a pixel 
(light blue). 

Figure 80:  SEM of a wire grid 
polarizer produced by L-3. 
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Figure 81. An example of a fabricated guided-mode resonance element with comparison between 
experiment and theory for a double-layer device (a). The parameters used for the theoretical curve 
fit are close to the nominal values; they are cover refractive index nc=1.0, n1=1.454 (SiO2), 
n2=1.975 (HfO2), substrate index ns=1.454, d1=135 nm, fill factor (fraction of period occupied by 

the higher-index medium) F=0.58, d2=208 nm, period F =446 nm, and angle of incidence =0  (b). 
A scanning electron micrograph (SEM) and a schematic of the device are shown (c)

 xlviii
. 
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approach.  That is as a broadband filter (1-3 m bandwidth) with loose fabrication tolerances.  By 
slightly changing the structure without changing the material thickness, the spectral selectivity 
properties can be modified.  A multispectral sensor can then be constructed out of several 
different GMR designs with a minimum of fabrication steps (Figure 78). 

The temperature range most commonly be encountered by the multispectral microbolometer will 

be 0-50 C which has a peak blackbody emission in the 8-12 m range (LWIR) and which 
corresponds with the peak sensitivity of a microbolometer.  By designing GMR filters that are 

spaced across the LWIR (e.g. 8-9 m, 9-10 m, 10-11 m, 11-12 m etc.) the radiant extent of 
meteorological phenomena can be measured.  By integrating the GMRs into the pixels of the 
microbolometer each pixel is now wavelength sensitive and permanently co-registered (Figure 
78).  This is analogous to the Bayer pattern used in visible CCD and CMOS cameras. 

Microbolometers are thermal devices and their sensitivity and responsivity are directly related to 
their thermal mass.  The construction of the GMRs on the surface of the microbolometer would 
drastically change their thermal mass requiring a substantial redesign of the entire 
microbolometer.  Independently and concurrently, MilSys Technologies, Dr. Magnusson and L-3 
were working on the concept of building membranes above the surface of materials for the 
purpose of creating highly integrated optical structures.  L-3 has developed the design, process, 
and integration technology and lithography to construct Aluminum membranes above their 

pixels (Figure 79 & Figure 80).  These membranes are currently 0.25 m thick wire grid 

polarizers 1 m above the surface.  This technology will need to be extended to the design 

parameters of the GMR filters.  Current estimates are that the material will be Silicon 1 m thick 

3 m above the surface. 

G R G B G 
… 

 

 

   
Figure 82:  Example of the movement of 
a FPA to produce “multispectral image 

of an IFOV of the FOV.  Each arrow ( ) 
represent the physical movement of the 
FPA in time. 

Figure 83:  Pentax 

Many consumer based camera companies have developed technologies to remove hand and 

vehicle vibrations during an image capture.  They go by the trade names Anti-Shake , Vibration 

Reduction  etc., and have been in wide scale production for approximately 5yrs.  Camera 
motion is detected via MEMs based gyroscopes and compensated for by mechanically moving 
either the lensxlix or the sensorl,li (Figure 83)  These types of inertial sensors, mechanical 
mechanisms, and feedback controllers are routinely incorporated into D-SLR cameras costing 
<$400.  The mechanical moving mechanism is usually a piezo-electric or magnetic coil similar 
to the driving mechanisms in hard disk drives or zoom lenses on cell phones (Squiggle™)lii. 

A moving FPA would use this technology in reverse.  Instead of removing vibrations, the FPA 
would be translated around the image plane (Figure 82).  This motion would create a 
multispectral image where each instantaneous field of view (IFOV) would be sampled with 
several different GMR filters at the frame rate of the camera.  The speed of these driving 

mechanisms is better than 5mm/s (.i.e. 5ms to move 25 m and accurate (<1 m). 
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7.4 LWIR Temperature Sensor and Passive Ranging 

At a basic level, all radiometric temperature sensors are single point measurements.  This is 
adequate when atmospheric absorption can be negated.  However at a significant range, such 
as for this program, this methodology is inadequate.  To use radiometry for temperature 
measurement, multiple data points (i.e. two(2) or more data points at differing wavelength 
bands) are required.  Significant work has been completed, in multiband systems in the MWIR 
and LWIRliii.  However, the prior development work has been focused on missiles and other 
objects which have significantly higher radiance in the MWIR than meteorological phenomena 
(clouds and aerosols) and these systems are both SWAP and cost prohibitive for UAV use. 
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Equation 3:  The ratio between two(2) 
radiances of a blackbody is a constant 
which varies as a function of 
temperature (T). 

Figure 84:  Blackbody curve for 25-100 C (300-

380K).  The blue box is the 8-10 m waveband, 

yellow is 10-12 m.  The ratio between the total 
integrated radiance in each waveband indicates 
the temperature (Equation 3). 

Radiometrically, the range to an object, in the IR, can be determined if three(3) variables are 
known; absorption of the atmosphere, background temperature, and object temperature 
(Equation 1).  In general, only the local background temperature is known to any precision, the 
atmosphere can be estimated using a priori information, and the object temperature is unknown.  
To use radiometry to determine the object’s temperature (T), a minimum of two(2) radiances (L) 
at differing wavelength bands are required (Figure 84 & Equation 3).  
These data points are collected empirically by the spectrally sensitive 
sensor.  By calibrating it, a lookup table can be competed to relate the 
ratio of the radiances to the temperature (T) via Plank’s Blackbody 

equation. 

To accomplish this task, the multispectral microbolometer would be 

constructed with side-by-side GMR filters in the 8-10 m and 10-12 m 
(Equation 4).  The FPA would be floated and translated back and 
forth as discussed, collecting the multiband radiometric data for each 

IFOV (Figure 18).  Object temperature ( objectL ) would then be derived 

 

Figure 85:  Data 
collected of an aircraft 
with a COTS 
microbolometer. 
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from this data (Figure 84 & Equation 3).  Additionally, if the object is an aircraft and it is being 
tracked, the area around the aircraft could be mapped and knowing the background 
temperature and maximum range of the sensor, the absorption of the atmosphere can be 
approximated (Equation 1).  This approximation will be more timely and accurate since it would 
be based on current data instead of the a priori data provided as part of the mission plan. 

7.5 Autonomous Avoidance 

Given a set of target tracks, the autonomous avoidance algorithms are responsible for 
separation assurance and collision avoidance. The avoidance algorithm depends in part on 
available measurements: if range to the target is available (e.g. through IR passive ranging, 
radar, ADS-B or TCAS) then it may be possible to employ more complex algorithms which seek 
to minimize deviation from the nominal track while maintaining separation. In this case trajectory 
optimization methods such as receding horizon control (RHC) can be applied. RHC has been 
used in various UAV planning scenarios, and recent work by Frew et al.lv was concerned with 
adaptively varying the planning horizon based on the dynamics of the environment. 

If range is not available then the avoidance algorithm must control the aircraft to maintain non-
zero bearing rate to targets (as discussed above).  One approach is based on potential field 
methods for collision avoidance. This method was introduced by Khatiblvi and has been used in 
simulation and on hardware for obstacle avoidance using vision and inertial measurements as 
the sole sensors lvii,lviii. While potential field approaches can become trapped in local minima, this 
is generally restricted to cases where there are many obstacles or narrow passageways: this is 
unlikely to occur in the 3D environment of air vehicles. A closely related approach based on 
stream functions has been shown to produce smoother trajectories, and this may be more 
suitable for the current application. Potential field and stream function approaches have the 
advantage of computational simplicity, and thus will work in real time. 

7.5.1 Autonomous avoidance Algorithms 

Eventhou the BAA was focused on man in the loop CA system some time was invested in 
reviewing the development of autonomous concepts and algorithms and reaching out to the 
community on potential collaborations.  Most UAS manufacturers and their customers are 
interested in a man-in-the-loop system for controlled airspace, but once the UAS is en route or 
on station in uncontrolled airspace where the expectation that >99.99% of the time the airspace 
is empty autonomous avoidance algorithms could 
control or take on an enhanced burden for de-
confliction.  Under these conditions CA is similar to 
trajectory optimization.  Dr. Jack Langelaan 
@Penn State reviewed the literature and wrote a 
short proposal on the art of the possible. 

Trajectory optimization for UAVs is an active area 
of research. Typical applications include minimal 
altitude trajectories for nap of the earth flightlix, 
flight in urban environmentslx,lxi, ground vehicle 
trackinglxii, road followinglxiii, target tracking and 
state estimationlxiv, searchlxv, and more recently 
chemical plume trackinglxvi. 

Collision avoidance trajectories are only required if 
nominal trajectories have failed (i.e. there is a loss 
of separation due to unforeseen events or 
unmodeled terrain). Hence very rapid response is 
required to place the aircraft in a safe state and the 

 
 

Figure 86:  Schematic representation of 
the “safety” bubble. 
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response must be computed in real time. At the same time the computational capability on 
board a mini UAV is likely to be quite limited, hence very simple algorithms are required. 

One of the simplest algorithms for obstacle avoidance is the potential field approach, introduced 
by Khatiblxvii. A potential field is computed based on obstacle position and size, and the vehicle 
is commanded to steer in the direction of the local gradient. This approach has been used for 
simulations of UAV navigation in obstacle strewn environments with vision and inertial 
measurements as the sole sensorslvii. Potential field approaches are computationally very 
simple to implement, but can become trapped in local minima under some conditions. However, 
the likelihood of these conditions occurring in a 3D environment is unlikely. In addition to 
obstacles, other constraints (such as altitude limitations or no-fly zones) can also be 
incorporated into the potential field. The aircraft’s goal position (or desired track) can be 
represented as a “sink” in the potential field. 

Figure 86 shows a modification which represents the potential field as a “safety bubble” around 
the vehicle. Any obstacle which enters the safety bubble causes a perturbation in the trajectory 
proportional to the size of the obstacle and the degree of bubble penetration. The size and 
“springiness” of the safety bubble depends on vehicle performance parameters (e.g. maximum 
turn rate) and mission parameters, and these will be determined as part of this work. 

8 Conclusion 
MilSys has demonstrated the feasibility of using SWAP efficient LWIR microbolometers as 
outlined in the Priest report circa 1998 as a solution to the collision avoidance problems for 
UASs .  It has accomplished this by, modeling the response, collecting data and leveraging and 
developing detection and tracking algorithms that could be implemented into future systems.  
Design proposals were completed that showed the feasibility of extending the concept up to 
larger aircraft and down the smaller Tier I type UASs.  To solve the entire collision avoidance 
problem, as discussed by the JIPT, technology was proposed, that would create an integrated 
color FPA that could determine range, weather, and still perform the collision avoidance 
function. 
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